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Abstract

This paper describes our project on advanced planning and scheduling for remote, fully auto-
matic telescopes. In addition to a more advanced automatic scheduler for nightly observations,

our project is also building automated tools to address the entire life-cycle of an observation

request, from original receipt to the return of raw data and preliminary data reduction. Our

focus is on providing software tools to help a telescope manager who represents a community of

participating astronomers; however, the increased automation also improves the way in which
the astronomers interact with this manager. Our goal is to make it possible for participating as-

tronomers to submit observation requests and obtain results from a remotely located telescope,

via electronic networks, without the necessity of human intervention.

1 Introduction

Telescopes have always been a scarce resource, especially high quality telescopes located at prime

observatory sites. Astronomers have had to make do with limited access, usually allocated in

contiguous "blocks" of time. Further, astronomers have been expected to be physically present at

an observatory in order to gather data. Limited access, block allocation, and local operation have

restricted both the amount of data that can be gathered and the type of observational campaigns

that can be accomplished.

More recently, increasingly sophisticated network and communication technologies have enabled

a number of approaches where astronomers may participate in an observation program from a

remote location. These approaches range from remote verbal communications with the on-site

telescope operations staff, to remote "joysticking" of a telescope with real time video feedback.

Such remote observations provide flexibility by allowing the observer to be physically distant,

but still in "direct" control of the telescope. Under this approach, it is no longer necessary for an

astronomer to be physically present at the telescope. However, the astronomer must still be directly

involved during the execution of the observing program, and human presence at the observatory is

still required (e.g., typically, an observatory manager has to open and close the observatory each

night).

Fully automatic telescopes represent a further extension of the remote observation paradigm,

allowing an astronomer to be removed from the telescope both temporally as well as spatially.



For example, Fairborn Observatory and AutoScope Corporation have designed and built software

and hardware systems for the management and control of modest-aperture photoelectric telescopes.

These systems make it possible for a remotely located telescope to operate unattended for significant

periods (months).

While the majority of existing ground-based automated telescopes are used for aperture pho-

tometry, automation support for spectroscopy and imaging has been increasing (primarily due to

the efforts of R. Kent Honeycutt and Don Epand). Hall and Genet (1988) give an excellent overview

of photometry, and Genet and Hayes (1989) describe automatic photoelectric telescopes in some
detail)

The language used to define observation requests is the Automatic Telescope Instruction Set,

or ATIS (Boyd, et al., 1993). In ATIS, a group is the primitive unit to be scheduled and executed. A

group is a sequence of telescope commands and instrument commands defined by an astronomer.

In the initial version, ATIS89, the only instruments accommodated were photometers, but the most

recent version, ATIS93, aJ.so includes commands to utilize CCD cameras. Astronomers use the group

as the primary unit of instruction to an automatic telescope in order to achieve their scientific

goals. In addition to specifying the syntax and semantics for observation requests and results, the

ATIS standard provides a set of group selection rules that are used to determine execution order of

groups during the night.

While the group selection rules provide an ATIS-compatible telescope with a native observation

scheduler, we thought that it should be possible to do better with more sophisticated scheduling

techniques. By "better", we mean more observations per night, increased quality of the observa-

tions, and fairer allocation of telescope time to multiple participating astronomers. We were invited
to be part of the International Astronomical Union ATIS93 standardization committee to assist with

ATIS extensions in support of advanced scheduling. Along with other committee members, we de-

signed a new group selection advice statement. The committee also agreed on a mechanism for

communication with a telescope controller in terms of incremental ATIS93 partial input and par-

tial output files. Together, these new features make it possible to implement a "non-native" (i.e.,

external) scheduler that can effectively drive a telescope's controller to better serve the scientific

objectives of participating astronomers.

This paper introduces our project on advanced planning and scheduling for automatic telescopes.

We explain how the new features of ATIS93 allow our scheduler to communicate with an ATIS-

compatible telescope controller. While the technical focus of our project is on automation for

planning and scheduling, we take a broader view on the role of automation in general. In addition

to an automatic observation scheduler, our project is also building automated tools to address

the entire AWlS life-cycle. Our goals axe to provide software tools to assist managers of multi-user

telescopes and to make it possible for participating astronomers to submit observation requests and

obtain results from a remotely located telescope, via electronic networks, without the necessity of
human involvement.

We begin the next section with an explanation of the scope and goals of our project. Following

this, we explain how our system schedules observation requests using the ATIS93 advice statement,

and we show how ATIS93 partial input and output files allow our scheduler to communicate with a

telescope controller. This paper concludes with a summary of our progress to date and provides a

sketch of where we are going with this work.

1For additional background material regarding automatic telescopes and their use, see the chapter by the Genets
and the chapter by Pyper Smith (both in this volume).
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Figure 1: Operation of ATIS-compatible telescopes before (left) and after (right) the incorporation

of advanced scheduling and increased automation.

2 Automated Management

Before we explain how we intend to improve telescope management and use, we need to briefly

explain the current manner in which automatic ATIS-compatible telescopes are managed. This is

illustrated in the left half of Figure 1 and briefly described by the following scenario.

First, an astronomer forms a set of groups consistent with the scientific goals of the observation

campaign. For any given automatic telescope, there is a single person who acts as a central clearing-

house for usage requests; such a person is known as the telescope's Principal Astronomer, or PA.

Thus, once an astronomer has assembled a set of ATIS groups, the astronomer sends the groups to

the appropriate I'A, typically via e-mail or floppy discs.

The PA collects together the sets of requests from participating astronomers and attempts to

ensure that the total set of groups is desirable - that the telescope load makes good utilization of

observing time and is fair to all participating astronomers, that there axe appropriate groups for

quality control and data reduction, etc. Then the complete set of groups is sent to the computer

controlling the telescope. Actual communication between Principal Astronomer and telescope

controller is typically carried out by using personal computers connected via InterNet or modems

and phone lines. The important aspect of the communication is that the PA can be located anywhere

on the planet (in principle) and need only have access to an appropriate communication link.



Thegroupsareexecutedby the telescopecontroller(usingthe groupselectionrules)for some
numberof nights (weeks,perhapsmonths);eventually,the PArequestsfrom the controllerthe
resultsthat havebeencollectedthusfar. The elapsedtime variesdependingon the telescope,
the groups,the PA,the participatingastronomers,and a varietyof other factors. The collected

data is returned to the PA as a "results file" specified with the ATIS language. The results include

the raw data obtained from the observations, as well as, a chronological record of the groups that

were executed, and relevant observing parameters to help with data reduction. The DA edits the

results file and sends each astronomer the pieces corresponding to the requested observations (again

typically via e-mail or floppy discs).

This current level of automation in the management and use of automatic telescopes provides

an excellent starting point; we want to further improve this process by providing, through increased

automation, a "simplified management structure". The term refers to an approach to the manage-

ment and control of telescopes that minimizes the number of people that must come between an

astronomer's scientific goals and the telescopes required to realize those goals. Our project aims to

provide automation support for all aspects involved in the use and management of ATIS-compatible

telescopes. Our focus is on providing software tools to help a Principal Astronomer who represents

a community of participating astronomers; however, the increased automation also improves the

way in which the astronomers interact with a eA. The right half of Figure 1 and the following

scenario illustrate a new way of doing business with automatic telescopes that we are in the process

of making possible.

From the perspective of a participating astronomer

An astronomer creates an AWLS93 observation request file and sends the file via electronic mail to

the principal astronomer's computer. Let us refer to this computer as the "Associate Principal

Astronomer", or APA. The mailed file is automatically received and parsed to check for syntactic

errors. If the file adheres to the ATIS93 specification, then the APA e-mails a message back to the

astronomer acknowledging successful receipt of the request file; otherwise, a message is e-mailed

back identifying the syntactic errors in the astronomer's file. At the end of each observing night,
the APA e-mails the astronomer the results of those observation requests that were serviced that

night, along with the results necessary for data reduction and data quality assessment. Based on

these nightly results, the astronomer can choose whether or not to modify the observation request
file.

From the perspective of a principal astronomer

After the cutoff time for new observation requests, the principal astronomer checks the APA for new

files that have been parsed successfully. If necessary, a new combined AWLS93 file is automatically

assembled from all the requests of the telescope's user community. The PA can check how the

controller will handle this new composite request file by displaying a prediction of the telescope

behavior for the night based on the best schedule found by our scheduler (i.e., what observations

axe likely to be made if the weather is ideal). If the PA is not satisfied with the prediction, then
the manner in which the APA schedules the observations can be modified. Once satisfied with the

predicted observation schedule, the PA'S job is done for the day (and possibly done until the AWlS

input file changes dramatically). The next morning, the results of the night's observations are

already stored at the APA. If the PA wants to assess the quality of the night's observation schedule
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andresults,the actualtelescopebehaviorcanbedisplayed.Oncethe PAhastunedthe scheduler
to consistentlyproducehighqualityschedulesfor themix of ATIS input received, the APA can take

care of the day-to-day management with only occasional supervision by the PA.

From the perspective of telescope operations

Just before the observation night begins, the ATIS93 input file is automatically transferred to the

telescope controller along with the observation schedule. The controller executes the schedule

and at the end of the observation night, transfers the ATIS93 output file back to the APA. This

is the minimum amount of interaction between the controller and the APA; however, the ATIS93

specification also allows for partial input and partial output files to be transmitted during the night.

The partial output files enable the telescope behavior and status to be monitored during the night

- either by a person (for example, to check the status of the telescope mechanics and optics) or

automatically by the APA. The partial input files enable the APA to transmit new schedules and

new groups during the night when necessary. For example, the APA could dynamically reschedule

due to a change in the quality of observing conditions or due to an urgent observation request

received during the night.

3 Advanced Scheduling

First, we briefly describe how ATIS groups are presently scheduled by the ATIS group selection

rules (for more details, see Genet & Hayes, 1989); this is also the default behavior of an ATlS93-

compatible telescope controller if the APA does not send a schedule. We next contrast this method

of scheduling with the method used by the APA and explain how the APA-generated schedules are

used during the telescope controller's group selection process.

3.1 Dispatch Scheduling

The overall structure of every ATiS-based telescope controller is a sense-select-execute loop. First,

all relevant observing parameters are sensed (current time, whether the moon is up, etc.). Second,

based on the sensed parameters, the controller selects a group to execute next. Third, the controller

executes the selected group. Under normal circumstances, this cycle repeats throughout the night.

Selection of the next group to execute occurs as follows. The controller first determines the set

of "enabled" groups. A group is cnabledif its preconditions (specified by the requesting astronomer)

are satisfied with respect to the current sensed parameters. The set of enabled groups is then win-

nowed by the application of the ATm group selection rules. These rules capture heuristic knowledge

about which group to execute next. In scheduling parlance, this scheme is often called heuristic

dispatch, since at any point in time, some task (here, a group) is "dispatched" for execution, and

the selection of a task is determined, purely locally (without look-ahead), by the apphcation of

domain-specific heuristics.

The group selection rules reduce the set of enabled groups to a single group to be executed

next. There are four ATIS group selection rules that are applied in the following sequence: priority,

number-of-observations-remaining, nearest-to-end-local-sidereal-time, and file-position. If there is

only one group remaining after applying any rule, then that group is selected and no further rules



areapphed.Sinceno tiescanexistafterthefile-position heuristic, application of the group selection

rules deterministically chooses a unique group.

How well does this type of observation scheduling perform? It is clear that the heuristic dis-

patch rules do provide a reasonable level of performance for some situations. However, it should

be possible to improve telescope utilization through better group scheduling. With the heuristic

dispatch technique, all decisions are local in the sense that no temporal look-ahead is performed to

evaluate the ramifications (on the entire night's schedule) of executing a given group at a particular

time. For example, without look-ahead, there is no way to predict that a particular group selection

decision will cause the telescope to be idle for some period of time later in the night (whereas, with

different choices, it would have been possible for the telescope to be fully utilized). Furthermore,

with dispatch scheduling, the PA does not have an effective way of influencing, or even predict-

ing, how scheduling decisions are made. Currently, the primary method for the PA to influence

group scheduling is to alter the priorities specified in the group headers, and the impact of such

modifications can only be determined by analyzing the resulting data after one or more nights of
observation.

3.2 Look-ahead Contingent Scheduling

The scheduler we are developing for the APA, called CERES, does use temporal look-ahead. In

this section, we briefly discuss CERES' functionality; for more details see Drummond, Swanson, &

Bresina (forthcoming).

Any scheduler based on look-ahead must search, generating and evaluating alternative schedules.

A schedule is represented by a sequence of groups, where each group in the schedule is annotated

with applicability conditions that specify when the group should be executed. The size of the

search space is exponential in the number of ATIS groups to be scheduled, so it is impractical for

CERES to exhaustively search it. Hence, CERES must address the tradeoff between the quality of

the schedule it finds and the computational cost of finding that schedule. Indeed, this tradeoff is
common to all look-ahead schedulers.

The basic business of CERES is to find schedules that score well according to a set of factors

identified by the Principal Astronomer. An objective function is used to encode the en's preferences

with respect to these factors. For example, it is generally preferable for observations to be made

at low air mass; it is also preferable for the schedule to be fair to all participating astronomers.

While the heuristic dispatch rules do encode some such preferences, it is difficult to use the dispatch

rules to encode preferences that involve global properties of an entire schedule. For example, the

preference that a schedule should be fair to all astronomers is hard to encode in a purely local

dispatch rule. An objective function evaluates an entire schedule, and so can easily provide an

accurate measure of the degree to which such global preferences are met.

In our preliminary empirical testing of C_RES, it has always been able to quickly find a sched-

ule that has a better objective function score than the schedule generated by heuristic dispatch.

Assuming that our objective function expresses a reasonable set of preferences, then the schedules

found by CERES are better than those found by heuristic dispatch. See Drummond, Swanson, &

Bresina (forthcoming) for more details on this comparison.

Finding a good schedule is only part of the problem, however. In order to get data back from

the telescope, a schedule must be executed. Since we are working with fully automatic telescopes,

the schedules found by CERES must be automatically executed by the telescope controller. Schedule



executioninvolvesthe real world, andthe real world introducesuncontrollableexogenousfactors
(suchaswindsand clouds)whichconspireagainsterror-freescheduleexecution.

CERES makes assumptions regarding exogenous factors; specifically, the scheduler assumes that

there will be no clouds and no winds to prevent successful star acquisition. 2 Any given schedule

represents an expectation that can fail. If clouds or winds make star acquisition impossible, then

the schedule fails the desired sequence of groups cannot be realized by the telescope controller.

When the current schedule fails, the controller invokes CERES to generate a new one. CERES

dynamically reschedules, taking into account observations made so far. The protocol for this

dynamic rescheduhng process is discussed in Section 4. For now, the important point is simply

that while weather can cause a failure of schedule execution, the system is robust enough to simply

reschedule and try again. Of course, if the night is completely clouded over, there is not much that
CEP_ES can do, no matter how often it reschedules.

There are certain types of execution errors that can be managed so as to reduce the amount of

dynamic rescheduling. Some execution errors are caused by a duration prediction error on the part

of the scheduler. This can happen as follows. The scheduler looks at each group and calculates how

long the group should take to execute. This calculation includes star acquisition times, observation

integration times, and telescope slew times. Since star acquisition and telescope slew can not be

predicted with certainty, the group duration is only an estimate. The start time of a group in the

schedule is based on the sum of the estimated durations of all groups that precede it. Hence, the

further into the future a group occurs in the schedule, the greater the uncertainty surrounding its
scheduled start time.

Recall that each group can only be executed within a specific local sidereal time window, as

specified by an astronomer. Given the way that uncertainty grows into the future, it is possible

that CERES will produce a schedule that calls for a group to be executed at a time outside this

window. Since the controller will only execute a group at a time within its window, a schedule can

fail during execution due solely to these duration prediction errors.

We have developed a technique called Just-In-Case scheduling (Jm) to manage such execution

errors. The basic idea behind J1c is to anticipate possible execution errors and generate contingent

schedules to manage them just in case they do occur. While dynamic rescheduhng could also recover

from such execution errors, this can waste valuable telescope time during the night. JIC uses an

explicit model of the uncertainty in a group's duration. This model is factored into all group start-

time predictions, giving the scheduler a degree-of-confidence measure for each group's executabihty.

Instead of a single group sequence, the schedule that JIC produces is a tree of contingent group

sequences (for an example of this, see Figure 2). During execution, if the next scheduled group

is outside its time window, the controller follows one of the contingent branches of the tree. An

example schedule execution trace is presented in the next subsection.

We are currently experimentally evaluating the performance of _Ic in terms of costs and benefits.

The cost of JIC is increased computation during scheduling and greater memory requirements to

store the contingent schedules. The benefit of J,c is less dynamic rescheduling and faster response

time to execution errors. Our experiments should help us better understand the true utility of JIC

with respect to the management of automatic telescopes.

_A cloud prevents star a_quisition and observation in the obvious manner; wind can prevent automatic acquisition
by causing the telescope to shake.
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3.3 Schedules as Advice Statements

The purpose of the ATIS93 group selection advice statement, called the "116", is to provide a means

for an external scheduler to influence the group selection process. The group selection process for

ATIS93 must first check whether or not it has a currently executable schedule; that is, whether

there are any currently applicable group selection advice statements. If there are applicable 116

statements, then their advice is followed; otherwise, the default ATIS group selection rules are used

to select the next group to execute. Thus, the scheduling capability provided by the new group

selection advice statement augments, but does not replace, the previous method of group selection.

The 116 advice statement was initially based on a representation we had previously used called

"situated control rules" (Drummond, 1989). The current 116 advice statement specification was

developed in collaboration with Louis Boyd, of Fairborn Observatory, and forms a more expressive

schedule representation than situated control rules. In this section we discuss only the aspects

of the advice statement necessary to briefly explain how schedules are encoded by CERES and

executed by the controller; see the Appendix for further details on the syntax and semantics of the
116 statement.

Briefly, the syntax of the group selection advice statement is as follows (see Figure 3 for an

example). Each statement consists of two lines; the first contains 116, and the second one contains

the following thirteen arguments.

1 Advice Number

2 Start LST (local sidereal time)
3 End LST

4 Start UT (universal time)
5 End UT

6 Previous Group
7 Set Execution Count

8 Group Number
9 User Number

10 Group Test
11 Next If True

12 Next If False

13 Walt Flag

The first argument is an identifier for the 116 statement (that can be referred to in the Next-

If-True or Next-H-False arguments of other 116 statements). The next five arguments (2-6) define

applicability conditions. Specifically, arguments 2 and 3 define a time window such that the group

can only be executed if the current LST is greater than the value given by argument 2 and less than

the value given by argument 3. Arguments 4 and 5 similarly define a different time window; in this

case, the values are given in terms of universal time (UT). If both LST and VWwindows are defined

for a group, then both must be satisfied in order for the group to be executable. A pair of zeros

for a window indicates a "don't care" condition, in which case the window precondition is ignored.

The seventh argument of the 116 statement specifies how to update the group's execution

history. The eighth and ninth uniquely identify the group to execute. The eleventh and twelfth

encode go-to's; i.e., they specify which 116 statement to consider next, depending (respectively)

on whether the current 116 is applicable (true) or not (false). The last argument specifies whether
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Figure 2: Tree of contingent schedules. The circles represent states labeled with the number of

the advice statement that applies to the state. The arrows represent (predicted) group execution

labeled by the recommended group number.

116

4 18.394 19.094 0.000 0.000 0 -I 463 30 1 5 0 0

116

5 17.863 18.813 0.000 0.000 0 -1 177 30 1 6 116 0

116

112 0.370 4.730 0.000 0.000 0 -I 682 43 1 113 0 0

116

113 1.980 2.930 0.000 0.000 0 -1 319 30 1 114 115 0

116

114 2.980 3.930 0.000 0.000 0 -1 320 30 1 0 0 0

116

118 2.931 3.849 0.000 0.000 0 -1 305 30 1 0 0 0

116

116 18.814 19.139 0.000 0.000 0 -I 187 30 1 117 0 0

Figure 3: Fragment of contingent schedule generated by CERES. The schedule represented by these

116 statements is illustrated in the figure above; the 116 arguments in the starred columns are used

in the illustration.
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the controllershouldwait until the timeis past the start LST and start UT before proceeding.

In their most basic form, 116 statements enable the encoding of if-then advice rules, where the

antecedent specifies the applicability conditions of the advice and the consequent specifies a group

to execute. Note that these applicability conditions are different than the group's preconditions

specified by an astronomer - a group's preconditions specify when the group can be executed and

the applicability conditions of a 116 statement specify when the recommended group should be

executed (in order to yield a good schedule).

A schedule is executable at a point in time if there is an applicable 116 statement. If there is

no such 116 statement, then the schedule is said to have "failed".

Consider the fragment of a schedule generated by CERES illustrated as a tree of contingent

schedules in Figure 2; the actual 116 statements are shown in Figure 3. The following describes how

the telescope controller might execute this contingent schedule. For this example execution trace,

we assume that the first three advice statements (not shown in the figures) were used successfully,

and that the controller follows the recommendation of advice number 4 and executes group 463.

The controller then evaluates the applicability of advice number 5, which recommends group

177. If the current time is outside group 177's LST window then advice number 5 will not be

applicable. In this case, the controller tries to use the contingent schedule that starts with advice

number 116, which recommends group 187 instead.

However, for this example execution, let's assume that advice number 5 w.as indeed applicable

and that the controller was able to continue following the schedule up through advice number

113. Following the execution of group 319, the controller attempts to use advice number 114. If

the advice is applicable, then group 320 is executed; otherwise', the controller tries to use advice

number 115 which recommends group 305. Following execution of either group 320 or group 305,

the schedule ends (indicated by a zero advice number).

4 APA-Controller Interaction

In this section, we describe our current design and implementation for interaction between the

telescope controller and the APA. We also mention some possible modifications and alternatives.

The objective of the interaction protocol design was to ensure that the addition of the advanced

scheduling component did not degrade, in any way, the ability of the controller to gather data

throughout the observing night.

As mentioned in Section 2, at the beginning of the observing night the ATIS input file and the

initial schedule are automatically transferred from the APA to the controller. At the end of the

observing night, the ATIS output file is automatically transferred from the controller to the APA.

During the night, partial input files can be transferred to the controller and partial output files can

be transferred to the APA.

Currently, the transfer of partial input and output files occurs only when the schedule fails

during execution. This is implemented as follows. The new group selection process first checks

whether there is an applicable 116 statement to use. If there is not, then the controller initiates

a file transfer to the APA; all the stored partial output files (one for each group that has been

executed) are transferred to the APA. From these files, the AeA can track what part of the schedule

has been executed and can ascertain the current state of the telescope and observing environment.

The controller then does one round of heuristic dispatch; that is, it uses the AWlS group selection

rules to determine the next group to execute.
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While this group is executing, CERES reschedules; that is, it generates a new schedule starting

from the predicted state that will result when the current group execution is finished. CERES

predicts how long the group's execution will take and uses this to limit the amount of time spent

scheduling so that a new schedule will be ready for the controller. The amount of time it takes to

execute one group (e.g., a differential photometric group takes on the order of 10 minutes) is plenty
for CERES to develop a good schedule.

Upon completion of the group execution, tile controller contacts the APA again and retrieves the

new schedule (i.e., the new partial input file). The 116 advice statements in this new schedule will

then be used to select groups to execute until the end of the observing night or until the schedule

again becomes unexecutable. Since CERES reschedules concurrently with group execution, the
wasted observation time due to schedule failure is minimized.

In the unlikely event that the communication link between the telescope controller and the APA

breaks down, we do not want the controller to waste time trying to get a new schedule from the

APA after each group execution. Hence, we allow the PA to set a limit on the number of consecutive

communication failures. Once this limit is exceeded, the controller no longer tries to transfer files

to or from the APA, and the controller uses the default ATm group selection rules to select groups
for the rest of the night.

Initiating file transfers only when the schedule fails is our current base-line approach. Other

options include initiating file transfers after some number of groups have been executed (e.g.,

after every 10 groups) or after some amount of time has passed (e.g., every hour); also, various

combinations of these three methods could be used. The appropriate frequency of interaction

between the controller and the APA depends on such factors as the type of communication link

between the controller and the AeA and the degree of real-time flexibility required during the night.

For example, if the Aea is located far from the controller and is connected via phone line and a slow

modem, then the frequency of interaction should be minimized. However, if the AeA is in the same

warm room as the controller and is connected over a high-speed, reliable local area network, then

interaction can be as frequent as desired. Between these two extremes, there are other possible

configurations.

As described above, all the file transfers are initiated by the controller. This is due to current

technical limitations on the controller; in the future it will be possible for either the controller or

the APA to initiate file transfers. This bi-directional communication will enable the APA to receive

an urgent observation request during the night, include the request in an updated schedule, and

send the new groups and 116 advice statements to the controller (without having to wait for the

controller to ask for a new schedule). This communication facility is crucial for the flexible use of

distributed networks of automatic telescopes (see the chapter by Mason in this volume).

5 Concluding Remarks

In this section, we summarize current project status, outline some near-term and long-term goals,
and conclude.

5.1 Current Status

In an early phase of our project, we developed tools that provide basic data management capabilities

for browsing and editing a summarized form of raw ATIS. These initial tools have been modeled
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after the widely-used program CREATE that was designed and developed by George McCook of

Villanova University. "vVe are currently working on new versions of some of these tools and are

coding them in C with an Xll graphics environment to ensure easy portability. 3

The first publically available tool is a parser for ATIS89 and ATIS93; this is one component of

our fully automated ATIS submission system. This parser is able to verify the syntactic correctness

of ATIS files and perform partial semantic checking. Depending on the command line options and

output specification, the parser will either echo the input files to the output or only print the

warnings and errors encountered (in the fashion of most programming language compilers). The

output is normally directed to the screen or terminal, but can be redirected to a file or multiple files

(e.g., one output file per input file). Any of the warnings or errors can be disabled via command

line options.

The parser itself is implemented using two standard u N IX tools: yacc (a compiler generator)and

lex (a lexical analyzer generator). Both tools produce C code that should be easy to compile with

most any C compiler, whether u N IX, DOS, V MS, or another operating system. Presently, the code has

been tested only on a Sun SPARCstation using three Free Software Foundation tools: bison (a slight

improvement on yacc), flex (a faster version of lex), and gcc (a C compiler). The parser has been

tested, and all of the purser's code, including not only the yacc and lex but also the generated C, will

soon be released for public use and evaluation. Please contact wodgingt@ptoleray.arc.nasa.gov

via e-mail if you would like to evaluate the current version of the ATIS parser.

We have also made significartt progress in modifying the ATIS controller that was originally

developed by AutoScope (1991). These modifications allow the telescope controller to interact with

a scheduler using ATIS93 group selection advice statements and partial ATIS files as described in

the preceding sections. Our upgraded version of the controller.will be used by AutoScope as the

starting point for their development of a fully compliant ATIS93 controller.

Using a high fidelity telescope simulator developed by AutoScope (Genet, 1992), we have tested

the coordinated operation of our modified version of the AutoScope controller and CERES over nu-

merous simulated nights of observation. Preliminary scheduling results have been quite encouraging

and experiences with our scheduler-controller communication implementation have been excellent.

This interaction mechanism has allowed us to perform on-line monitoring and dynamic rescheduling

of simulated telescope operations using the new facilities provided by ATIS93. We have also devel-

oped preliminary graphics tools for real-time monitoring of telescope operations and are currently

working on making some of these tools available as stand-alone modules.

In July of 1993, NASA awarded a Small Business Innovation Research Phase H contract to

the AutoScope Corporation; this funding will allow our collaboration with AutoScope to continue

and will result in a state-of-the-art 20 inch fully automatic telescope. Before this telescope is

operational, we will test our prototype APA system on an existing AutoScope 10 inch telescope.

In order to test our advanced scheduling and increased automation on the 10 inch and 20 inch

telescopes, we are working with astronomers who are well-versed in the current way of managing

ATlS-based telescopes.

In September of 1993, we successfully tested the interaction between the scheduler running on a

Sun SPhRCstation at NASA Ames and the modified controller (in simulation mode) running on a PC

at the Mr. Wilson Observatory. The communication between the two computers was implemented

as programmatic use of the KERMIT file transfer facility, and for this test it was carried out over a

phone line (with a 2400 baud modem).

3Please note that our tools are not intended to replace CREATE but, rather, to operate in tandem with it.
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5.2 Future Plans

We are collaborating with Cindy Mason (an NRC Fellow at NASA Ames) on a project involving

the use of CERES in a distributed global area network of automatic telescopes. In this paper, we

have described the functionahty of a stand-alone APA. This functionality must be augmented for a

network-enabled APA (i.e., in order for it to participate in a distributed network of multiple APAS).

For details on this work, see Mason's chapter in this vohme.

In the near term, we intend to continue the empirical evaluation and improvement of our Just-

in-Case scheduhng technique. In addition, we intend to continue our work on producing tools for

the automatic receipt of observation requests and automatic maihng of observation results. We

also intend to improve and release tools that enable the PA to view and evaluate both the predicted

telescope behavior (based on a night's schedule) and the actual behavior (based on the ATIS output).

One of the long term goals of our project is to augment our advanced scheduling tools with

advanced planning tools. In service of this goal, we have done some preliminary work jointly

with other scientists (principally with Louis Boyd and Russell Genet) on the definition of a more

expressive, higher-level language for specifying observation programs and scientific campaigns.
While ATIS provides a means for defining the structure of the individual observations within a

group (e.g., an observation sequence used for differential photometry), it does not provide a means

for defining the structure of a set of groups that constitute a particular observation program (e.g.,

filling out a hght curve for a particular Cepheid variable). The subset of groups that define a

particular observation program are not exphcitly distinguished from the groups that are part of

other observation programs. Furthermore, the ATIS input contains no exphcit description of the

overall scientific goals of the observation programs, nor of the .constraints and dependencies that
exist between the observations.

For example, an astronomer may want to observe a particular variable star every three to five

days; this constraint on the gap between observations influences how the astronomer specifies the

set of ATIS groups. However, whether or not data will actually be collected every three to five

days is dependent on how the telescope is loaded and how the groups are scheduled; yet neither

the loader (currently the PA) nor the scheduler are given an exphcit statement of the desired gap
between observations.

Automating more of the tasks of the PA and the participating astronomers will require that such

factors be expressed explicitly as part of the observation program specification. We have begun a

research project on applying advanced planning techniques to the automation of two such tasks:

telescope loading (in support of the PA) and observation planning (in support of astronomers).

Telescope loading involves determining the subset of groups to assign for a given night (to

then be scheduled by CERES during a more restricted time interval); it could also involve adding

groups for quality control. Whereas the temporal scope that CEP.ES reasons over is one night,

telescope loading requires reasoning over multiple nights or, perhaps, an entire observing season.

The following scenario sketches how automated observation planning and telescope loading might
be used.

Astronomers submit a high level description of their long-term scientific campaigns, stating

their goals, observing constraints, quality constraints, tolerances, etc. The automated observation

planning system translates each campaign into a set of ATIS groups that satisfies the campaign's

goals and constraints. The automated loader assigns the groups to particular nights of the observing

season. Then as the season progresses, the results from each night's observations are used for
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replanningandreloading.Replanningmodifiesacampaign'ssetofgroupsto takeinto accountwhat
datahasbeensuccessfullycollected.Forexample,the relativeamountof collecteddatamayvary
for differentphaseintervalsof a star'slight curveandreplanningcoulddynamicallyshift thefocus
to thosephaseintervalswith lessdata. Reloadingmodifiesthefuturenights'assignmentsto account
for groupsthat did not get executed(dueto, for example,weatheror schedulingconstraints).

5.3 Conclusion

The overall goal of our project is to provide automation support for the management and use of

remote, automatic telescopes. So far, we have focused on building the core of an Associate Principal

Astronomer, or APA. This core consists of an automatic group scheduler and schedule execution

mechanism. While this core provides important functionality, there are many aspects of the PA'S

job that it does not address. In collaboration with astronomers, we are currently expanding the

set of functions offered by the APA to include automatic handling of ATIS request files, preliminary

"quick look" data reduction, and quality control measures. Experience gained with simulation tests

has been encouraging, and we are now ready to test the system on a real telescope.
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APPENDIX: The ATIS93 Advice Statement

This appendix includes an modified excerpt from the current draft of the ATIS93 specification

regarding the 116 statement. See Boyd, et al. (1993) for the full ATIS93 specification. This version

of the 116 documentation includes an extension to allow the scheduler to insert planned "waits"
into the schedule.

The 116 statement has been introduced in ATIS93 to allow several features not available in

ATIS89. The primary new feature is to allow a programmatic approach to the selection of groups.

The 116 statements should be treated as groups and may be transmitted during the night on

systems which allow partial input files. 116 statements are usually generated by an APA rather

than directly by a participating astronomer. Like other groups, the relative sequence within the

AT[S input file is of no importance.

Identifier: 116

Information:

Name Type Input Output

1 Advice Number integer

2 Start LST real

3 End LST real

4 Start UT real

5 End UT real

6 Previous Group integer

7 Set Execution Count integer

8 Group Number integer

9 User Number integer

10 Group Test integer

11 Next If True integer

12 Next If False integer

13 Wait Flag integer

required

required

required

required

required

required

required

required

reqmred

required

required

required

required

echoed

echoed

echoed

echoed

echoed

echoed

echoed

echoed

echoed

echoed

echoed

echoed

echoed

Parameter Semantics:

Advice Number A unique (within a given telescope) positive integer assigned to each 116 state-

ment.

Start LST The earliest Local Sidereal Time in decimal hours which yields true. Use 0.0 in both

LST parameters for "don't care".

End LST The latest LST in decimal hours which yields true.

Start UT The earliest Universal Time in decimal hours which yields true. Use 0.0 in both UT

parameters for "don't care".

End UT The latest UT in decimal hours which yields true.
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Previous Group Constraintonthestatusof thepreviouslyexecutedgroup. Thesemanticsof the
parametervaluesareasfollows:0 indicatesnoconstraint(i.e., donot carewhetheror not the
last groupexecutedsuccessfully);1 indicatesthelastgroupmusthaveexecutedsuccessfully;
and 2 indicatesthelast groupmusthaveaborted.

Set Execution Count Determineshowto changethe groupexecutioncountprior to executing
the group. The executioncount is not changedif a parametervalueof -1 is given. A non-
negativeintegervaluewill causetheexecutioncountto besetto that value.

Group Number The 103groupto executeif testspass.Selectinganon-existentgroupcausesthe
116statementsequenceto beexited,alongwith anerror comment. If the group is executed,

the execution count will be decremented whether it is successful or not.

User Number The 103 user number to check for a match. Group Number and User Number

together always form a universally unique group to execute.

Group Test A boolean flag which indicates whether the 103 JD and Moon information should

also be tested prior to executing the group. If the parameter value is 0, the 103 header tests

are ignored. If the value is 1, then the JD and Moon group tests must also be true for the

group to be enabled; failure of the group tests will cause the 116 statement to fail.

Next If True The Advice Number to execute if all tests pass and the group has been executed

(successfully or not). Requesting Advice number zero to be used next causes the 116 statement

sequence to be exited.

Next If False The Advice Number to execute if the tests fail. Requesting Advice number zero to

be used next causes the 116 statement sequence to be exited.

Wait Flag A boolean flag (0 for False, 1 for True) that determines whether or not to wait until

the current time is equal or greater than the Start LST and the Start UT. If the parameter

is 1, then the wait is performed before the rest of the 116 applicability tests are processed.
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